Results of an implementation of the dual surface method to treat the non-uniqueness in solving acoustic exterior problems using the boundary element method
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The problem of non-uniqueness (NU) of the solution of exterior acoustic problems when using the boundary element method (BEM) is well known. Methods like the Burton-Miller technique or the CHIEF method are used to solve this challenge at the expense of more complex procedures for handling hypersingular integrals and/or higher computing times due to higher complexity of the algorithm or additional equations. The dual surface method, commonly used for electromagnetic problems, was adapted for acoustic radiation and scattering problems. The basic principles of methods to solve the NU problem are outlined and results for different models and solution procedures are presented, taking into account quality, solution time and the numerical advantages when using iterative solvers.
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INTRODUCTION

The aim of this work was the benchmarking of three different methods to overcome the problem of the non-unicness using a mid-sized model structure under practical aspects in combination with an iterative solver. Here, the so-called Householder Version of the GMRES (Generalized Minimal Residuum, based on [1, 2]) without preconditioning was used.

The basic principles of the methods will be shown under the aspects of their computational costs; details about their mathematical principles and their implementation may be found within the cited papers.

BASICS AND CHARACTERISTICS OF THE METHODS USED

CHIEF Method

The CHIEF (Combined Helmholtz Integral Equation Formulation) method based on [3, 4] uses additional load points inside the structure(s), where the well known Helmholtz boundary integral equation (Eq. 1)

\[
C(\vec{y}) p(\vec{y}) = \int_S -i \omega \rho v_n(\vec{x}) g(\vec{x}, \vec{y}) \, dS_x - \int_S p(\vec{x}) \left( \frac{\partial g(\vec{x}, \vec{y})}{\partial n(\vec{x})} \right) \, dS_x + p_{inc}(\vec{y})
\]

always has a unique solution.

This leads to an overdetermined system of equations ($C_{CHIEF}$, as shown in Fig. 1 for the rigid case).

The method proposed in [5] is used to get back a quadratic form of the system matrix (Fig. 2) by using the complex conjugate values of the CHIEF matrix coefficients ($C^*$) and an additional unit matrix $E$ which fits better for the direct and iterative solvers used.

FIGURE 1. system matrix for the rigid case with additional CHIEF points

FIGURE 2. square form of the system for the rigid case with additional CHIEF points
The additional use of e.g. 10% of CHIEF points with regard to the number of elements will raise the size of the system matrix from $N_{\text{elem}}^2$ to $(1.1N_{\text{elem}})^2 = 1.21N_{\text{elem}}^2$, this will increase the size of required memory and the solution time.

**Burton-Miller Method**

The well-known Burton-Miller method (B&M) is based on [6] and uses a linear combination of the conventional coefficients of the Helmholtz BIE (Eq. 1) based on the fundamental solutions and their derivatives multiplied by a combination factor $\alpha_{BM}$ (Eq. 2).

$$C(\vec{y}) \left[ p(\vec{y}) - \alpha_{BM} \left( \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{4 \pi n^2} \sin(\lambda_n) \right) \right] = -\iota \omega \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{4 \pi n^2} \sin(\lambda_n) \alpha_{BM} \left( \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{4 \pi n^2} \sin(\lambda_n) \right)$$

This leads to additional terms and raises the creation time of the system matrix, especially for the main diagonal entries where an analytical integration due to the hypersingular kernels of the second derivatives have to be used, but this does not change the matrix size. More details and some interesting examples may be found in [7].

**Dual Surface Method**

The Dual Surface method (DS) was first used in the field of electromagnetic problems and adapted to exterior acoustics as shown in detail in [8]. The basic idea is to generate a virtual second surface inside the structure (Fig. 3) by shifting the original load points ($\vec{y}$) along the element normal to a “virtual” surface ($\vec{y}_{DS}$) using a distance $\delta_{DS}$ which depends on the wavelength (suggestion: $\delta_{DS} \leq \lambda/4$).

This is a bit like the CHIEF method with 100% additional points but without building additional equations because the fundamental solution at these points is added to the conventional coefficients, multiplied by a combination factor $\alpha_{DS}$, giving a linear combination (like Burton-Miller).

$$C(\vec{y}) \left[ p(\vec{y}) - \alpha_{DS} \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{4 \pi n^2} \sin(\lambda_n) \right] = -\iota \omega \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{4 \pi n^2} \sin(\lambda_n) \alpha_{DS} \left( \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{4 \pi n^2} \sin(\lambda_n) \right)$$

This will raise the creation time of the system matrix by a factor of approx. 2 but without increasing its size.
EXAMPLE AND RESULTS

To compare the results of the different methods, a model of an ellipsoid (2 × 1 × 0.5 m) with a small cut-out around the center as shown in Fig. 4 was used. It consists of $N_{\text{elem}} = 26,632$ constant triangular boundary elements with a maximum element size (“border length”) of $l_{\text{max}} = 0.031$ m which makes it suitable for frequencies up to 8 kHz in water ($c_{\text{water}} = 1,500$ m/s, $\lambda_{8kHz} = 0.188$ m, $\lambda_{8kHz}/6 = 0.031$ m). A calculation was done for the rigid case using a frequency range between 100 Hz and 10 kHz in 10 Hz steps ($N_{\text{freq}} = 991$) at 10 field points, which were placed around the structure, 8 in the X-Y-plane (Fig. 5) and 2 above and below the origin, using a distance of 1 km.

An incident plane wave hits the structure at an incident angle of $\alpha_{\text{inc}} = -45^\circ$ which gives the chance of multiple reflections within the cut-out at higher frequencies. Additional CHIEF points (10% of $N_{\text{elem}} = N_{\text{CHIEF}} = 2,663$) were placed at random positions inside the model (Fig. 6).

All calculations were done on a Dual XEON workstation with 2,66 GHz, 12 cores and 48 GB RAM, running LINUX and using the parallelized GMRES solver of a self-developed BEM solver application code [9] which supports multiple solvers and solving methods.

The following figures (Fig. 7, 8 and 9) give the results (here: scattered pressure level) of the frequency sweep at three selected field points (FP1, FP5 and FP8). The vertical dotted blue line near 8 kHz marks the frequency limit of the used mesh with regard to the “six elements per wavelength”-rule and the maximum border length $l_{\text{max}}$.

All results are very similar, but above approx. 2.7 kHz one can see the first occurrences of resonances within the conventional BEM calculation without treating of the irregularities (red graph, titled “without IRT”).

FIGURE 4. model of an ellipsoid with a cut-out, $N_{\text{elem}} = 26,632$ triangles, $l_{\text{max}} = 0.031$ m, $l_{\text{average}} = 0.019$ m

FIGURE 5. positions of field points, $\alpha_{\text{inc}} = -45^\circ$

FIGURE 6. Top view of the mesh with $N_{\text{CHIEF}} = 2,663$ CHIEF points placed inside the structure

FIGURE 7, 8 and 9. Frequency sweep results at selected field points (FP1, FP5 and FP8)
FIGURE 7. Scattered pressure level $L_{p,\text{scat}}$ at field point FP1 [1, -1, 0] km (monostatic case)

FIGURE 8. Scattered pressure level $L_{p,\text{scat}}$ at field point FP5 [-1, 1, 0] km (shadow side, opposite to source)

FIGURE 9. Scattered pressure level $L_{p,\text{scat}}$ at field point FP8 [1, 0, 0] km (on positive x-axis)
All three methods used to overcome the non-uniqueness problem are in very good agreement, so one should take a look at the frequency dependent values for setting up the matrix and the solution time. With regard to the duration of the matrix setup time (Fig. 10) one can see the expected time-specific relations between the methods. The conventional BEM (without IRT) took about 20 s, the Dual Surface method nearly two times (∼ 38 s), the Burton-Miller methods needs about 15% more time due to the calculation of the second derivatives and the CHIEF method requires about 20% more time for the additional equations.

![Figure 10. Matrix setup time](image)

It is much more interesting to look at the number of required iterations (= number of matrix-vector-products). The number of iterations for the conventional BEM (without IRT) and the CHIEF method rises from about 10 to 500 iterations (the upper limit) to reach the given maximum relative error of $\varepsilon_{\text{max,iter}} = 10^{-4}$ (Fig. 11).

The Burton-Miller method starts with a relative high iteration number of about 100 and descends to values between 45 and 70 for higher frequencies, while the Dual Surface method, beginning with 10 and ending at 50, always has the lowest number of iterations at all frequencies.

In conclusion, both the B&M and the DS method lead to matrices with a better condition and lower iteration numbers which is very important for using iterative solvers.

![Figure 11. Used iterations ($N_{\text{max,iter}} = 500, \varepsilon_{\text{max,iter}} = 10^{-4}$)](image)
The total solving time per frequency reflects this fact (Fig. 12). The CHIEF method leads to the largest solving times due to the higher order of the system matrix. The Burton-Miller method is at lower frequencies a little bit slower than the Dual Surface method, at higher frequencies above 2 kHz a bit faster. This difference is not very high for the example presented but we expect larger iteration numbers and solving times for the Burton-Miller method when using more complicated structures.

The following table (Tab. 1) gives the solving times for the complete frequency sweep.

<table>
<thead>
<tr>
<th>Method</th>
<th>Total solving time [s]</th>
<th>Total solving time [h:m:s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>without IRT</td>
<td>95,740</td>
<td>26 : 35 : 40</td>
</tr>
<tr>
<td>Burton-Miller</td>
<td>45,202</td>
<td>12 : 33 : 22</td>
</tr>
<tr>
<td>CHIEF (10%)</td>
<td>131,722</td>
<td>36 : 35 : 22</td>
</tr>
<tr>
<td>Dual Surface</td>
<td>51,534</td>
<td>14 : 18 : 54</td>
</tr>
<tr>
<td>Direct solver</td>
<td>approx. 475.680</td>
<td>approx. 132 : 08 : 00</td>
</tr>
</tbody>
</table>

Note: The approximated time value for the direct solver is based on a one-frequency calculation using a conventional parallelized direct solver (Intel Math Kernel Library) and a matrix order of $O_{\text{max}} = N_{\text{elem}} = 26,632$.

**CONCLUSIONS AND OUTLOOK**

It could be shown that all three methods used to overcome the non-uniqueness problem gave similar results with regard to the quality of the solution. In combination with an iterative solver like the GMRES, the condition of the system matrix was much better for the Burton-Miller and the Dual Surface method, thus reducing the solving time significantly.

We expect that the small differences with respect to the iteration numbers for these methods for the example shown will be larger when more complicated structures will be used: thus the Dual Surface method may be chosen with preference.

Further work will be undertaken in relation to these issues and will be presented in a special paper about the Dual Surface method within the near future. Another topic of future work will be the combination of the DS method with the Multi-Level Fast Multipole Method (MLFMM) and the Source Clustering Method (SCM).
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